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Abstract The generalized receiver (GR) based on a generalized approach to signal
processing (GASP) in noise is investigated in a direct-sequence code-division mul-
tiple access (DS-CDMA) wireless communication system with frequency-selective
channels. We consider four avenues: linear equalization with finite impulse response
(FIR) beamforming filters; channel estimation and spatially correlation; optimal com-
bining; and partial cancellation. We investigate the GR with simple linear equaliza-
tion and FIR beamforming filters. Numerical results and simulation show that the
GR with FIR beamforming filters surpasses in performance the optimum infinite im-
pulse response beamforming filters with conventional receivers, and can closely ap-
proach the performance of GR with infinite impulse response beamforming filters.
Channel estimation errors are taken into consideration so that DS-CDMA wireless
communication system performance will not be degraded under practical channel
estimation. GR takes an estimation error of a maximum likelihood (ML) multiple-
input multiple-output (MIMO) channel estimation and GR spatially correlation into
account in computation of minimum mean square error (MMSE) and log-likelihood
ratio (LLR) of each coded bit. The symbol error rate (SER) performance of DS-
CDMA employing GR with a quadrature sub-branch hybrid selection/maximal-ratio
combining (HS/MRC) scheme for 1-D modulations in Rayleigh fading is obtained
and compared with that of conventional HS/MRC receivers. Procedure of selecting
a partial cancelation factor (PCF) for the first stage of a hard-decision partial par-
allel interference cancellation (PPIC) of the GR employed in DS-CDMA wireless
communication system is proposed. A range of optimal PCFs is derived based on
the Price’s theorem. Computer simulation results show superiority in bit error rate
(BER) performance that is very close to that potentially achieved and surpasses the
BER performance of the real PCF for DS-CDMA systems discussed in literature.
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1 Introduction

In this paper, we consider and study a generalized receiver (GR) constructed based on
a generalized approach to signal processing (GASP) in noise [45–49] and employed
in a direct-sequence code-division multiple access (DS-CDMA) wireless communi-
cation system with frequency-selective channels. We investigate four avenues: linear
equalization with finite impulse response (FIR) beamforming filters; channel estima-
tion and spatially correlation; optimal combining; and partial cancellation.

1.1 Linear Equalization with FIR Beamforming Filters

The use of multiple antennas in wireless communication system attracts significant
interest and attention of researchers. Transmit beamforming has received consider-
able attention because of its simplicity and its ability to exploit the benefits of multiple
transmit antennas [11]. Information about channel state at the transmitter is generally
required for beamforming. At the present time, the impact of noisy and/or quantized
information about the channel state is a pivot of recent research owing to the fact that
perfect channel state information may not be available at the transmitter [19, 30, 37].
More recently, in [7], beamforming techniques for systems using a multicarrier ap-
proach to cope with frequency-selective fading were also proposed. We should note,
however, that the multicarrier techniques are not used in single carrier systems.

In this paper, we investigate the transmit beamforming for single carrier trans-
mission over frequency-selective fading channels with the perfect channel state in-
formation at the GR. A necessity of equalization at the GR is generated by the in-
tersymbol interference (ISI) caused by the channel frequency selectivity. It must be
emphasized that the optimum beamforming depends on the equalizer used. As is well
known, the linear equalization possesses a low complexity. For this reason, we adopt
the linear equalization. In comparison and in contrast to [38], we consider the more
realistic case of FIR beamforming filters at the GR. Unlike the infinite impulse re-
sponse case, a closed-form solution for the FIR beamforming filters at the GR does
not seem to exist. Because of this, we need to calculate the optimum FIR beamform-
ing filters. Numerical results show that for typical Global System for Mobile Com-
munications/Enhanced Data Rates for GSM Evolution (GSM/EDGE) channels the
performance of short GR FIR beamforming filters can be closely approached with
infinite impulse response beamforming at the GR and significant gains over single
antenna transmission can be achieved.
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1.2 Channel Estimation and Spatially Correlation

Under consideration of channel estimation and correlation part, we investigate the
minimum mean square error (MMSE) GR. It takes an error of maximum likeli-
hood (ML) multiple-input multiple-output (MIMO) channel estimation and GR spa-
tially correlation into consideration in the computation of MMSE GR and the log-
likelihood ratio (LLR) of each coded bit. Our GR analysis and investigation are based
on the following statements.

• It is well known [27, 28, 56] that the existing soft-output MMSE vertical Bell Lab
Space Time (V-BLAST) detectors have been designed based on perfect channel
estimation. Unfortunately, the estimated MIMO channel coefficient matrix is noisy
and imperfect in practical application environment [33, 42]. Therefore, these soft-
output MMSE V-BLAST detectors will suffer from performance degradation under
a practical channel estimation.

• The ML symbol detection scheme is investigated in [42]. It takes into consider-
ation the channel estimation error under the condition that the MIMO channel
estimation is imperfect. MMSE based on V-BLAST symbol detection algorithm
addressing the impact of the channel estimation error is discussed in [26]. How-
ever, the channel coding, decision error propagation compensation, and spatially
channel correlation are not discussed and considered.

In the present paper, we derive the MMSE GR for detecting each transmitted sym-
bol and provide the method to compute the LLR of each coded bit. When compared
with the detection scheme discussed in [26], our simulation results show that the
MMSE GR can obtain sizable performance gain.

1.3 Optimal Combining

In a traditional hybrid selection/maximal-ratio combining (HS/MRC) scheme,
the strongest L signals are selected according to the signal-envelope amplitude
[3–5, 25, 32, 57, 58]. Optimal maximum likelihood estimation (MLE) of the diver-
sity branch signal phase is implemented by first estimating the in-phase and quadra-
ture branch signal components and obtaining the signal phase as a derived quantity
[34, 40]. Other channel estimation procedures also operate by first estimating the
in-phase and quadrature branch signal components [1, 43, 44]. Thus, rather than N

available signals, there are 2N available quadrature branch signal components for
combining. In general, the largest 2L of these 2N quadrature branch signal compo-
nents will not be the same as the 2L quadrature branch signal components of the L

branch signals having the largest signal envelopes.
In this paper, we investigate how much improvement in performance can be

achieved by using the GR with modified HS/MRC, namely, with quadrature sub-
branch HS/MRC and HS/MRC schemes, instead of the conventional HS/MRC
scheme for 1-D signal modulations in Rayleigh fading. At the GR, the N diversity
branches are split into 2N in-phase and quadrature subbranches. Then the GR with
HS/MRC scheme [21] is applied to these 2N subbranches. Obtained results show that
the better performance is achieved by this quadrature subbranch HS/MRC scheme in
comparison with the traditional HS/MRC one for the same value of average signal-
to-noise ratio (SNR) per diversity branch.
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1.4 Partial Cancellation

Another problem discussed is the problem of partial interference cancellation. It is
well known that the multiple access interference (MAI) can be efficiently estimated
by the partial parallel interference cancellation (PPIC) procedure and then be par-
tially canceled out of the received signal on a stage-by-stage basis for a DS-CDMA
system [12]. To ensure a good performance, the partial cancellation factor (PCF) for
each PPIC stage needs to be chosen appropriately, where the PCF should be increased
as the reliability of the MAI estimates improves. In [17, 18, 41], formulas of the op-
timal PCFs were derived through straightforward analysis based on soft decisions.
In contrast, it is very difficult to obtain the optimal PCFs for a detector based on the
PPIC with hard decisions owing to their nonlinear character. One common approach
to solve the nonlinear problem is to select an arbitrary PCF for the first stage and then
increase the value for each successive stage, since the MAI estimates may become
more reliable in later stages [12, 15, 59]. This approach is simple, but it might not
provide satisfactory performance.

In this paper, we use the Price’s theorem [39, 60] to derive a range of the opti-
mal PCF for the first stage in additive white Gaussian noise (AWGN) environment
employing the GR, where the lower and upper boundary values of the PCF can be
explicitly calculated from the processing gain and the number of users of the DS-
CDMA wireless communication system. Computer simulation results show that, us-
ing the average of these two boundary values as the PCF for the first stage, we are
able to reach the bit error rate (BER) performance that is very close to the potentially
achieved one under the use of the GR [22] and surpasses the BER of the real PCF for
DS-CDMA wireless communication systems discussed in [40].

With this result, a reasonable PCF can quickly be determined without the use of
time-consuming Monte Carlo simulations. It is worth mentioning that the two-stage
GR [53] based on the PPIC using the proposed PCF at the first stage achieves the BER
performance comparable to that of the three-stage GR based on the PPIC using an
arbitrary PCF at the first stage. In other words, under the same BER performance, the
proposed approach for selecting the PCF can reduce the complexity of the GR based
on the PPIC. Although the PCF selection approach is derived for AWGN environment
under employing the GR, it can be applied to multipath fading cases [23, 54].

The paper is organized as follows. In Sect. 2, the problem statement and system
model for MIMO system, HS/MRC, synchronous DS-CDMA, and GR are briefly re-
viewed and discussed. Effects of FIR beamforming for linear equalization at the GR
employed by DS-CDMA system is reported in Sect. 3. Section 4 presents an analysis
of MMSE GR and computation of LLR. The performance analysis and closed-form
derivation of the SER for different types of modulation schemes, such as M-ary PAM,
BPSK, QPSK, and M-ary QAM systems is carried out in Sect. 5. Additionally, a great
attention is paid to obtain a moment generation function for definition of the SNR per
symbol. Section 6 is devoted to determination of PCF taking MAI into account. Sec-
tion 7 represents simulation results for the considered and discussed four avenues,
namely, FIR beamforming; MIMO system and channel estimation; quadrature sub-
branch HC/MRC GR and conventional HC/MRC GR schemes; and synchronous DS-
CDMA system employing GR. Finally, concluding remarks are given in Sect. 8.
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2 Problem Statement and System Model

2.1 MIMO System

Consider a MIMO DS-CDMA wireless communication system with NT transmitting
and NR receiving antennas. The modulated symbols b[k] are taken from a scalar
symbol alphabet F such as quadriphase-shift keying (QPSK) or quadrature amplitude
modulation (QAM), and have the following variance:

σ 2
b = M

{∣∣b[k]∣∣2} = 1, (1)

where E{·} denotes mathematical expectation. The coefficients of the FIR beamform-
ing filters of length Lg at the transmitting antenna nt ,1 ≤ nt ≤ NT are denoted by
gnt [k], where 0 ≤ k ≤ Lg − 1 and their energy is normalized to

NT∑

nt=1

Lg−1∑

k=0

∣∣gnt [k]∣∣2 = 1. (2)

The signal transmitted over antenna nt at time k is given by

ant [k] = gnt [k] ⊗ b[k], (3)

where ⊗ denotes a linear discrete-time convolution. The discrete-time received signal
at the receiving antenna nr,1 ≤ nr ≤ NR can be modeled in the following manner:

snr [k] =
NT∑

nt=1

hntnr [k] ⊗ ant [k] + nnr [k], (4)

where nnr [k] denotes the spatially and temporally AWGN with zero mean and vari-
ance given by

σ 2
n = M

{∣∣nnr [k]∣∣2} = 0.5N0, (5)

where 0.5N0 denotes the two-sided power spectral density of the underlying contin-
uous in time pass-band noise process.

The notation hntnr [k], where 0 ≤ k ≤ L − 1, represents the overall channel im-
pulse response between the transmitting antenna nt and the receiving antenna nr

of length L. In our model, hntnr [k] contains the combined effects of transmit pulse
shaping, wireless channel, receive filtering, and sampling. We assume the existence
of a block fading model, i.e., the channel is constant for the duration of at least one
data burst before it changes independently to a new realization. In general, hntnr [k]
are spatially and temporally correlated because of insufficient antenna spacing and
transmit/receive filtering, respectively. Substituting (3) into (4), we obtain

snr [k] = h
eq
nr

[k] ⊗ b[k] + nnr [k], (6)
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where the equivalent channel impulse response h
eq
nr

[k] corresponding to the receiving
antenna nr is defined as

h
eq
nr

[k] =
NT∑

nt=1

hntnr [k] ⊗ gnt [k] (7)

and has the length Leq = L + Lg − 1.
Equation (6) shows that the MIMO system with beamforming can be modeled as

an equivalent single-input multiple-output (SIMO) system. Therefore, the GR can use
the same equalization, channel estimation, and channel tracking techniques as for a
single antenna transmission. In this paper, we assume that the GR employs receive-
diversity zero-forcing or MMSE linear equalization [9].

Let us rewrite the main statements and definitions mentioned above in matrix form
for our convenience in subsequent analysis of channel estimation. Thus, the received
signal can be expressed in the following form:

s = Ha + n =
NT∑

k=1

hkak + n, (8)

where s = [s1, s2, . . . , sNR
]T is the received signal vector; H = [h1,h2, . . . ,hNT

]T
is the NR × NT MIMO channel coefficient matrix with elements hntnr [k] denoting
the channel fading coefficient between the nt th transmitting antenna and the nr th
receiving antenna.

In this paper, we adopt the following GR spatially correlated MIMO channel
model:

H = √
RrHw (9)

with Hw denoting an independent and identically distributed (i.i.d.) matrix with en-
tries obeying the Gaussian law with zero mean and unit variance, and Rr is NR ×NR

receive array correlation matrix determined by

Rr = √
Rr

(√
Rr

)H
. (10)

Then, we have

E
{
HHH

} = NT Rr. (11)

The channel is considered to be flat fading with coherence time of (NP + ND)

MIMO vector symbols, where NP symbol intervals are dedicated to pilot matrix Sp

and the remaining ND to data transmission. a = [a1, a2, . . . , aNT
]T is the transmit-

ted complex signal vector whose element given by (3) is taken from the complex
modulation constellation F , because the modulated symbols b[k] are taken from the
scalar symbol alphabet F , such as the QPSK signal, by mapping the coefficient of
FIR beamforming filters gnt [k] like the coded bit vector

gnt = [
g1
nt

,g2
nt

, . . . ,glog2 M
nt

]T (12)

to one modulation symbol belonging to F , i.e., ant = map(gnt ) ∈ F .
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Meanwhile, we assume that each transmitted symbol is independently taken from
the same modulation constellation F and has the same average energy, i.e.,

E
{
aaH

} = EbINT
. (13)

Finally, n = [n1, n2, . . . , nNR
]T is the AWGN vector with covariance matrix deter-

mined by

Kn = E
{
nnH

} = σ 2
n INR

. (14)

INT
and INR

are the identity matrices.

2.2 Hybrid Selection/Maximal-Ratio Combining

We assume that there are N diversity branches experiencing slow and flat Rayleigh
fading, and all of the fading processes are i.i.d. During analysis we consider only the
hypothesis H1—“a yes” signal in the input stochastic process. Then the equivalent
received baseband signal for the kth diversity branch can be written in the form given
by (4) and (6). For our convenience, rewrite the received signal in the following form:

sk = hkak + nk, k = 1, . . . ,N, (15)

where ak(t), as before, is a 1-D baseband transmitted signal that, without loss of
generality, is assumed to be real; hk is the channel gain vector for the kth branch
subject to Rayleigh fading, and nk(t) is a zero-mean AWGN complex vector with
two-sided power spectral density 0.5N0 with the dimension W

Hz .
At the GR front end, for each diversity branch, the received signal is split into its

in-phase and quadrature signal components. Then, the conventional HS/MRC scheme
is applied over all of these quadrature branches, as presented in Fig. 1. Thus, we
can present hk and nk in the following form: hk = hkI + jhkQ,nk = nkI + jnkQ,
where j is the complex value. The in-phase signal component skI and quadrature

Fig. 1 Block diagram of the GR under quadrature subbranch HS/MRC and HS/MRC schemes
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signal component skQ of the received signal sk are given by skI = hkI ak + nkI and
skQ = hkQak + nkQ. Since hk (k = 1, . . . ,N) are subjected to i.i.d. Rayleigh fading,
hkI and hkQ are independent zero-mean Gaussian random vectors with the same
variance [39],

Dh = 1

2
E

{|hk|2
}
. (16)

Further, the in-phase nkI and quadrature nkQ noise components are also indepen-
dent zero-mean Gaussian random vectors, each with two-sided power spectral den-
sity 0.5N0 with the dimension W

Hz [40]. Due to the independence of in-phase hkI and
quadrature hkQ channel gain components and in-phase nkI and quadrature nkQ noise
components, the 2N quadrature branch received signal components conditioned on
the transmitted signal are i.i.d. We can reorganize the in-phase and quadrature com-
ponents of the channel gains hk and Gaussian noise nk (k = 1, . . . ,N) as gk and wk ,
given, respectively, by

gk =
{

hkI , k = 1, . . . ,N;
h(k−N)Q, k = N + 1, . . . ,2N; and

wk =
{

nkI , k = 1, . . . ,N;
n(k−N)Q, k = N + 1, . . . ,2N.

(17)

The signal at the output of the GR with quadrature subbranch HS/MRC and
HS/MRC schemes takes the following form:

Zg

QBHS/MRC = s2
2N∑

k=1

c2
kg2

k +
2N∑

k=1

c2
kg2

k

[
w2

kAF
− w2

kPF

]
, (18)

where w2
kAF

− w2
kPF

is the background noise [49] forming at the GR output for the

kth branch; w2
kAF

is the reference complex Gaussian noise with zero mean and finite
variance defined below, which is introduced according to GASP [45–49]; ck ∈ {0,1}
and 2L of ck equal to 1.

2.3 Generalized Receiver (GR)

For better understanding (18), we recall the main functioning principles of GR. The
simple model of GR in the form of a block diagram is represented in Fig. 2. In this
model, we use the following notation: MSG is the model signal generator (local oscil-
lator), the AF is the additional filter (the linear system) and the PF is the preliminary
filter (the linear system). A detailed discussion of the AF and PF can be found in [46]
and [47, pp. 233–243 and 264–284]. Consider briefly the main statements regarding
the AF and PF.

There are two linear systems at the GR front end that can be presented, for ex-
ample, as bandpass filters, namely, the PF with the impulse response hPF(τ ) and the
AF with the impulse response hAF(τ ). For simplicity of analysis, we assume that
these filters have the same amplitude-frequency responses and bandwidths. More-
over, a resonant frequency of the AF is detuned relative to a resonant frequency of PF
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Fig. 2 Principal flowchart
model of the GR

on such a value that the signal cannot pass through the AF (with a value that is higher
the signal bandwidth). Thus, the signal and noise can appear at the PF output and
the only noise appears at the AF output. It is well known that if a value of detuning
between the AF and PF resonant frequencies is higher than 4–5�fa , where �fa is
the bandwidth of the signal, the processes forming at the AF and PF outputs can be
considered as independent and uncorrelated processes (in practice, the coefficient of
correlation is not higher than 0.05).

In the case of absence of the signal in the input process, the statistical parameters
at the AF and PF outputs will be the same, because the same noise is coming in at the
AF and PF inputs, and we may think that the AF and PF do not change the statistical
parameters of input process, since they are the linear GR front end systems. For this
reason, the AF can be considered as a generator of reference sample with a priori
information: a “no” signal is obtained in the additional reference noise forming at
the AF output.

We need to make some comments regarding the noise forming at the PF and AF
outputs. If the Gaussian noise n(t) given by (17) comes in at the AF and PF inputs (the
GR linear system front end), the noise forming at the AF and PF outputs is Gaussian,
too, because the AF and PF are the linear systems and, in a general case, take the
following form:

wkPF(t) =
∫ ∞

−∞
hPF(τ )wk(t − τ) dτ, (19)

and

wkAF(t) =
∫ ∞

−∞
hAF(τ )wk(t − τ) dτ. (20)

If, for example, AWGN with zero mean and two-sided power spectral density N0
2

is coming in at the AF and PF inputs (the GR linear system front end), then the noise
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forming at the AF and PF outputs is Gaussian with zero mean and variance given by
[47, pp. 264–269]

σ 2
n = N0ω

2
0

8�F

, (21)

where, in the case if the AF (or PF) is the RLC oscillatory circuit, the AF (or PF)
bandwidth �F and resonance frequency ω0 are defined in the following manner:

�F = πβ, ω0 = 1√
LC

, where β = R

2L
. (22)

The main functioning condition of GR is the equality over the whole range of
parameters between the model signal a∗

k forming at the GR MSG output for user k

and the expected signal ak forming at the GR input linear system (the PF) output and
additively mixed with noise, i.e.

ak = a∗
k . (23)

How we can satisfy this condition in practice is discussed in detail in [46] and
[47, pp. 669–695]. More detailed discussion of the choice of PF and AF and
their amplitude-frequency responses is also given in [46, 47] (see additionally
http://www.sciencedirect.com/science/journal/10512004, click “Volume 8, 1998”,
“Volume 8, Issue 3”, and “A new approach to signal detection theory”).

2.4 Synchronous DS-CDMA System

Consider a synchronous DS-CDMA wireless communication system employing the
GR with K users and a processing gain N . The received signal can be presented in
the following form:

s(t) =
K∑

k=1

Akhkbkdk(t) + wPF(t)

=
K∑

k=1

Akhkbk

N∑

i=1

dkipTc (t)(t − iTc) + wPF(t), t ∈ [0, Tb], (24)

where Ak is the transmitted signal amplitude for the kth user; bk represents the
transmitted or modulated bit taking value on ±1 equiprobably, {dk1, dk2, . . . , dkN }
is a random spreading code with each element taking value on ±1√

N
equiproba-

bly; hk is the channel fading coefficient; pTc(t) is the unit-amplitude rectangular
pulse with duration Tc; the baseband signal transmitted by the user k is given by
ak(t) = Ak(t)

∑L
i=1 bk,idk(t − iTb), where Ak(t) is the transmitted signal amplitude

of the user k; L is the number of frame;

dk(t) =
N∑

i=1

dkipTc (t)(t − iTc) (25)
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is the signature waveform of the kth user; wPF(t) is the zero mean Gaussian noise
given by (19); and Tb = NTc is the bit duration; Sk(t) = hk(t)Ak(t) is the received
signal amplitude envelope for the user k.

Using the GR based on the multistage PPIC for the DS-CDMA wireless commu-
nication system and assuming that user l is the desired user, we can express the corre-
sponding output of the GR in accordance with GASP as follows, following faithfully
all conditions required for GR functioning [45–49]:

Zl =
∫ Tb

0
2sl(t)a

∗(t − τ) dt −
∫ Tb

0
sl(t)sl(t − τ) dt +

∫ Tb

0
wlAF(t)wlAF(t − τ) dt,

(26)
where a∗(t − τ) is the model of transmitted signal generated by a local oscillator at
the GR receiver given by (23) and τ is the delay factor, which can be neglected for
simplicity of analysis.

In this case, we have

Zl = Alhlbl +
K∑

k �=l

Akhkbkρkl + ζl = Alhlbl + Il + ζl, (27)

where

ρkl =
∫ Tb

0
dk(t)dl(t) dt (28)

is the coefficient of correlation between signature waveforms of the kth and lth users;

ζl =
∫ Tb

0

[
w2

lAF
(t) − w2

lPF
(t)

]
dt (29)

is the total noise component at the GR output for the lth user, where w2
lAF

(t)−w2
lPF

(t)

is the background noise forming at the output of the universally adopted GR for the
lth user [46];

Il =
K∑

k �=l

Akhkbkρkl (30)

is the MAI.
Denoting the soft and hard decisions of the GR output for user l by b̃

(0)
l = Zl and

b̂
(0)
l = sgn(Zl), respectively, the output of the first PPIC stage with a PCF equal to a1

can be written [12]

b̃
(1)
l = a1(Zl − Îl) + (1 − a1)b̃

(0)
l = Zl − a1Îl , (31)

where b̃
(1)
l denotes the soft decision of the user l at the first stage of PPIC and

Îl =
K∑

k �=l

Akb̂
(0)
k ρkl (32)

is the estimated MAI using the hard decision.
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3 FIR Beamforming for Linear Equalization at the GR

According to [8], the unbiased SNR for linear equalization with the optimum infinite
impulse response equalizer filters at the GR back end is given by

SNR(g) = σ 4
b

σ 4
e

− χ, (33)

where σ 2
b is given by (1) and the linear equalization error variance σ 2

e will be defined
below. We note that the assumption of infinite impulse response linear equalization
filters at the GR back end is not a major restriction, since typically FIR linear equal-
ization filters of length equal to LF = 4Leq can approach closely the performance
of infinite impulse response linear equalization filters. In (33) we consider the con-
stant χ = 0 for the case of zero-forcing linear equalization and χ = 1 for the case of
MMSE linear equalization, respectively [9]. In (33) the beamforming filter vector

g = [
g1(0)g1(1) · · ·g1(Lg − 1)g2(0) · · ·gNT

(Lg − 1)
]T (34)

consists of the coefficients of all beamforming filters.
The GR linear equalization error variance defined on results discussed in [15] is

given by

σ 4
e = 4σ 4

n

∫ 0.5

−0.5

1
∑NR

nr=1 |H eq
nr

(f )|2 + μ
df, (35)

where μ = 0 and μ = 4σ 4
n

σ 4
b

are valid for the case of zero-forcing linear equalization

and for the case of MMSE linear equalization, respectively. Furthermore, the fre-
quency response H

eq
nr

(f ) = G{heq
nr

(k)} of the equivalent channel can be defined in the
following form:

H
eq
nr

(f ) = qH (f )Hnr g, (36)

where the subscript H means the Hermitian transpose,

q(f ) = {
1 exp(j2πf ) · · · exp

[
j2πf (Leq − 1)

]}T
, (37)

Hnr = [
H1nr H2nr · · · HNT nr

]T (38)

and Hntnr is a Leq × Lg column-circulant matrix with the vector [hntnr (0) . . .

hnt nr (L − 1) 0T
Lg−1]T in the first column.

Therefore, the GR SNR with the zero-forcing linear equalization and MMSE lin-
ear equalization can be presented in the following form:

SNR(g) = σ 4
b

4σ 4
n

∫ 0.5
−0.5

1
gH G(f )g+ξ

df
− χ (39)
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with the NT Lg × NT Lg matrix

G(f ) =
NR∑

nr=1

HH
nr

d(f )dH (f )Hnr . (40)

The optimum beamforming filter vector gopt shall maximize SNR(g) subject to the
power constraint gH g = 1. Unfortunately, this optimization problem is not convex,
i.e., the standard tools from convex optimization cannot be applied. Nevertheless, the
Lagrangian of the optimization problem can be formulated in the following form:

L(g) = SNR(g) + μgH g, (41)

where μ denotes the Lagrange multiplier.
The optimum vector gopt has to satisfy the following equality:

∂L(g)

∂g∗ = 0NT Lg , (42)

which leads to the nonlinear eigenvalue problem, namely,

[∫ 0.5

−0.5

G(f )

[gH
optG(f )gopt + ξ ]2

df

]
gopt = μ̃gopt, (43)

with the eigenvalue μ̃. Unfortunately, (43) does not seem to have a closed-form solu-
tion.

Therefore, we use the following gradient algorithm for calculation of the optimum
FIR beamforming filters at the GR, which recursively improves an initial beamform-
ing filter vector g0. The main statements of the gradient algorithm are as follows.

1. Let i = 0 and initialized the beamforming filter vector with a suitable g0 fulfilling
gH

0 g0 = 1.
2. Update the beamforming filter vector

g̃i+1 = gi + δ

[∫ 0.5

−0.5

G(f )

[gH
i G(f )gi + ξ ]2

df

]
gi , (44)

where δi is a suitable adaptation step size.
3. Normalize the beamforming filter vector

gi+1 = g̃i+1√
g̃H
i+1g̃i+1

. (45)

4. If 1 − |gH
i+1gi | < ε, go to Step 5, otherwise increment i → i + 1 and go to Step 2.

5. gi+1 are the desired beamforming filter vector.

For the termination constant ε in Step 4 a suitably small value should be chosen,
e.g. ε = 10−4. Ideally the adaptation step size δi should be optimized to maximize
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the speed of convergence. Here, we follow [35] and choose δi proportional to λ−1
i ,

where λi is the maximal eigenvalue of the matrix

[∫ 0.5

−0.5

G(f )

[gH
i G(f )gi + ξ ]2

df

]
(46)

in iteration i. In particular, we found empirically that δi = 0.01λ−1
i is a good choice.

Because of non-convexity of the underlying optimization problem, we cannot
guarantee that the gradient algorithm converges to the global maximum. However,
adopting the initialization procedure explained below, the solution found by this gra-
dient algorithm seems to be close to optimum, i.e., if Lg is chosen sufficiently large
the FIR beamforming filters obtained with the gradient algorithm approach and the
performance of the optimal infinite impulse response beamforming filters at the GR
was discussed in [53].

We found empirically that a solution with convergence to the optimum or close
to optimum is achieved if the beamforming filter length is gradually increased. If the
desired beamforming filter length is Lg , the gradient algorithm is executed Lg times.
The beamforming filter vector is initialized with the normalized all-ones vector of
size NT for the first execution (υ = 1) of the gradient algorithm. For the υth execu-
tion, 2 ≤ υ ≤ Lg , the first (υ −1) beamforming filters coefficients of each antenna are
initialized with the optimum beamforming filter coefficients for that antenna found
in the (υ − 1)th execution of the gradient algorithm and the υth coefficients are ini-
tialized with zero. In each execution step υ , the algorithm requires typically less than
50 iterations to converge, i.e., the overall complexity of the algorithm is on the order
of 50Lg .

4 MMSE GR

4.1 Channel Estimation

It was proved that for a ML MIMO channel estimator the optimal pilot matrix mini-
mizing the mean square estimation error is an orthogonal pilot matrix [33, 42]. Using
the pilot matrix, i.e.,

SpSH
p = EPNPINT

, (47)

where NP ≥ NT and EP is the energy of each pilot symbol, the estimated channel
matrix can be expressed as [33, 42] Ĥ = H + �H, where

�H = nSH
p (EPNP)−1 (48)

is the channel estimation error matrix, which is correlated with the matrix H and with
entries subjected to a Gaussian distribution with zero mean and variance

σ 2
�h = σ 2

n (EPNP)−1, (49)
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which is determined independently of instantaneous channel realization. We can con-
clude that Ĥ is a complex Gaussian matrix with zero mean and covariance matrix,

Cov[Ĥ] = E
{
ĤĤ

H } = NT

(
Rr + σ 2

�hINR

)
. (50)

Let hm,�hm and ĥm (m = 1,2, . . . ,NT ) denote the mth column of matrices H,
�H and Ĥ, respectively. Then, by the important properties of complex Gaussian
random vector [20] and with some manipulations, we obtain

E{�hm|ĥm} = σ 2
�hĥm

(
Rr + σ 2

�hINR

)−1 (51)

and

Cov
[
�hm�hH

m |ĥm

] = σ 2
�hINR

− σ 4
�h

Rr + σ 2
�hINR

. (52)

4.2 Computation of MMSE GR

Let ki ∈ {1,2, . . . ,NT } be the index of the ith detected spatial data stream according
to the maximal post-detection SINR ordering rule. Denote μaj

and σ 2
aj

as the mean
and variance of the signal aj , respectively, which can be determined by a posteriori
symbol probability estimation as in [56]. By performing the soft interference can-
cellation (SIC) [56] and considering the channel estimation error, the corresponding
interference-canceled received signal vector s̃ki

can be determined in the following
form:

s̃ki
= Ha −

ki−1∑

j=k1

ĥjμaj
+ wPF

=
kNT∑

j=ki

(ĥj − �hj )aj +
ki−1∑

j=k1

ĥj (aj − μaj
) −

ki−1∑

j=k1

�hj aj + wPF, (53)

where wPF is the noise forming at the PF output of GR front end linear system.
Then, conditionally on Ĥ, the MMSE GR output is given as [21, 46]

Ỹi = E{2aki
s̃H
ki

|Ĥ} − E{s̃ki
s̃H
ki

|Ĥ} + E{wAFi
wH

AFi
}

E{s̃ki
s̃H
ki

|Ĥ} , (54)

where wAF is the reference zero mean Gaussian noise with a priori information:
a “no” signal and with the following covariance matrix in a general case [46, 47]:

E
{
wPFwH

PF

} = E
{
wAFwH

AF

} = σ 2
n INR

, (55)

because the AF and PF of GR front end linear systems do not change the statistical
parameters of input process (Gaussian noise, for example). Thus, according to (53)
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and (55), we can write

E
{
s̃ki

s̃H
ki

|Ĥ} =
{ kNT∑

j=ki

[
h̃j h̃H

j − h̃jE
{
�hH

j |Ĥ} − E{�hj |Ĥ}h̃H
j

]

+
kNT∑

j=1

E
{
�hj�hH

j |Ĥ}
}

Eb

+
ki−1∑

j=k1

[
ĥj ĥH

j − ĥjE
{
�hH

j |Ĥ} − E{�hj |Ĥ}ĥH
j

]
σ 2

aj
+ σ 2

n INR
. (56)

Based on results discussed in the previous section, it is evident that �hj is only
correlated with ĥj . Then, we have

E
{
�hj�hH

j |Ĥ} = E
{
�hj�hH

j |ĥj

}
. (57)

From the basic relationship between the autocorrelation and covariance functions, we
have

E
{
�hj�hH

j |ĥj

} = Cov
{
�hj�hH

j |ĥj

} + E{�hj |ĥj }E
{
�hH

j |ĥj

}
. (58)

Substituting (51) and (52) into (58), we can write

E
{
�hj�hH

j |ĥj

} = σ 2
�hINR

− σ 4
�h

(
Rr + σ 2

�hINR

)−1

+ σ 4
�h

(
Rr + σ 2

�hINR

)−1hj hH
j

(
Rr + σ 2

�hINR

)
. (59)

Introduce the following notation:

� = (
Rr + σ 2

�hINR

)−1
, (60)

� = INR
− σ 2

�hΛ, (61)

Raa = diag
{
σ 2

ak1
, σ 2

ak2
, . . . , σ 2

aki−1

}
. (62)

Substituting (51) and (59) into (56) and taking into consideration (60)–(62), we have

E
{
s̃ki

s̃H
ki

} = Eb�Ĥki :kNT
ĤH

ki :kNT
� + Ebσ

4
�h�Ĥk1:ki−1ĤH

k1:ki−1
�

+ (
Ĥk1:ki−1RaaĤH

k1:ki−1
+ NT Ebσ

2
�h

)
�

− σ 2
�h�Ĥk1:ki−1 RaaĤH

k1:ki−1
+ σ 2

n INR
, (63)

where the notation Hn:m denotes the submatrix containing the nth to mth columns of
the matrix H.
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Based on similar manipulations, we can write

E
{
2aki

s̃H
ki

|Ĥ} − E
{
s̃ki

s̃H
ki

|Ĥ} + E
{
wAFi

wH
AFi

}

= EbĥH
ki

σ 2
�h

(
Rr + σ 2

�hINR

)−1 + (
wAFĥH

ki
wH

AF − wPFĥH
ki

wH
PF

)
INR

. (64)

In the root mean-square sense, the second term in (64) representing the GR back end
background noise tends to approach zero. For this reason, finally we can write

E
{
2aki

s̃H
ki

|Ĥ}−E
{
s̃ki

s̃H
ki

|Ĥ}+E
{
wAFi

wH
AFi

} = EbĥH
ki

σ 2
�h

(
Rr +σ 2

�hINR

)−1
. (65)

Combining (63) and (65), we obtain the MMSE GR Ỹi , conditionally on Ĥ.

4.3 Computation of LLR

By applying Ỹi to s̃ki
, we have the process at the MMSE GR output [51, 52, 55]

Z̃ki
= Ỹi s̃ki

. According to the Gaussian approximation of the MMSE GR back end
process, we can write

Z̃ki
≈ μ̃ki

a2
ki

+ η̃ki
, (66)

where

μ̃ki
= E

{
Ỹi (ĥki

− �hki
)|H} = ỸiΞ ĥki

(67)

and η̃ki
= w2

AFki
− w2

PFki
is the background noise at the MMSE GR output with zero-

mean and variance σ 2
η̃ki

= 4σ 4
n .

Therefore, the LLR value of the coded bit gλ
ki

can be approximated as [27, 28]

L
(
gλ
ki

) ≈ 1

σ 2
η̃ki

(
min

αi∈F 0
λ

|Zi − μiαi |2 − min
αi∈F 1

λ

|Zi − μiαi |2
)
, (68)

where F 0
λ and F 1

λ denote the modulation constellation symbols subset of F whose
λth bit equals 0 and 1, respectively.

4.4 Remarks

When the channel estimation error is neglected, i.e., σ 2
�h = 0 in (60), (61) and (63),

the MMSE GR output given by (54) reduces to that of the modified soft-output
MMSE GR, in which only decision error propagation is considered [51, 52]. On the
other hand, if Rr = INR

and no residual interference cancellation error is assumed,
the MMSE GR output given by (54) reduces to that of [55]. For the sake of simplicity,
we call this detector the conventional soft-output MMSE GR hereafter if this detec-
tor is applied in a channel coded MIMO system. Meanwhile, if both decision error
propagation and channel estimation error are neglected, the MMSE GR output given
by (54) reduces to that of the conventional MMSE GR output of [24].
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5 Performance Analysis

5.1 Symbol Error Rate Expression

Let qk denote the instantaneous SNR per symbol of the kth quadrature branch
(k = 1, . . . ,2N) at the GR back end under the quadrature subbranch HS/MRC and
HS/MRC schemes. In line with [47], this instantaneous SNR denoted by qk can be
defined as

qk = Eb√
4σ 4

n

g2
k , (69)

where Eb is the average symbol energy of the transmitted signal ak(t). Assume that
we choose 2L(1 ≤ L ≤ N) quadrature branches out of the 2N branches. Then, SNR
per symbol at the GR back end with the quadrature subbranch HS/MRC and HS/MRC
schemes may be presented as qQBHS/MRC = ∑2L

k=1 q(k), where q(k) are the ordered
instantaneous SNRs qk and satisfy the following condition: q(1) ≥ q(2) ≥ · · · ≥ q(2N).
When L = N , we obtain the MRC, as expected.

Using the moment generating function (MGF) method discussed in [2, 4], the SER
of an M-ary pulse amplitude modulation (PAM) system conditioned on qQBHS/MRC
is given by

PSER(qQBHS/MRC) = 2(M − 1)

Mπ

∫ 0.5π

0
exp

(
−gM-PAM

sin2 θ
qQBHS/MRC

)
dθ, (70)

where gM-PAM = 3(M2 − 1)−1. Averaging (70) over qQBHS/MRC, the SER of the
M-ary PAM system is determined in the following form:

PSER = 2(M − 1)

Mπ

∫ 0.5π

0

∫ ∞

0
exp

(
−gM-PAM

sin2 θ
q

)
fqQBHS/MRC(q) dq dθ

= 2(M − 1)

Mπ

∫ 0.5π

0
ϕqQBHS/MRC

(
−gM-PAM

sin2 θ

)
dθ, (71)

where

ϕq(s) = Eq

{
exp(sq)

}
(72)

is the MGF of random variable q , Eq{·} is the MGF mathematical expectation with
respect to SNR per symbol.

When M = 2, the average BER performance of a coherent binary phase-shift
keying (BPSK) system using the GR with the quadrature subbranch HS/MRC and
HS/MRC schemes can be determined in the following form:

PBER = 1

π

∫ 0.5π

0
ϕqQBHS/MRC

(
− 1

sin2 θ

)
dθ. (73)

An exact expression for the SER in the case of M-ary PSK system is [10]

PSER = 1

π

∫ π− π
M

0
exp

{
−

Eb

N0
sin2 π

M

sin2 θ

}
dθ. (74)
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Taking into account (69), (72), and (74), we can write the SER of QPSK system
employed the GR in the following form:

PSER = 1

π

∫ π− π
M

0
ϕqQBHS/MRC

(
− 1

2 sin2 θ

)
dθ. (75)

We need to note that a direct comparison of QPSK and BPSK systems on the basis
of average symbol-energy-to-noise-spectral-density ratio indicates that the QPSK is
approximately 3 dB worse than the BPSK.

Another signaling scheme that allows multiple signals to be transmitted using
quadrature carriers is the QAM. In this case, the transmitted signal can be presented
in the following form:

ak(t) =
√

2

Ts

[
Ai cos(2πfct) + Bi sin(2πfct)

]
, 0 ≤ t ≤ Ts, (76)

where Ai and Bi take on the possible values ±p;±3p, . . . ,±(
√

M − 1)p with equal
probability, where M is an integer power of 4; Ts is the sampling interval, and fc is
the carrier frequency. The parameter p can be related to the average symbol energy
Eb as given by

p =
√

3Eb

2(M − 1)
. (77)

Taking into consideration a definition of the SER derived in [61] for M-ary QAM
system employed the GR, we obtain

PSER = 1 − 1

M

{(√
M − 2

)2
[

1 − 2Q

(√
3ϕqQBHS/MRC

M − 1

)]2

+ 4
(√

M − 2
)[

1 − 2Q

(√
3ϕqQBHS/MRC

M − 1

)][
1 − Q

(√
3ϕqQBHS/MRC

M − 1

)]

+ 4

[
1 − Q

(√
3ϕqQBHS/MRC

M − 1

)]2}
, (78)

where Q(x) is the Gaussian Q-function given by

Q(x) = 1√
2π

∫ ∞

x

exp
(−0.5t2)dt. (79)

5.2 MGF of qQBHS/MRC

Since all of the 2N quadrature branches are i.i.d., the MGF of qQBHS/MRC takes the
following form [5]:

ϕqQBHS/MRC(s) = 2L

(
2N

2L

)∫ ∞

0
exp(sq)f (q)

[
ϕ(s, q)

]2L−1[
F(q)

]2(N−L)
dq, (80)
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where f (q) and F(q) are, respectively, the probability density function (pdf) and the
cumulative distribution function (cdf) of q of the SNR per symbol for each quadrature
branch and

ϕ(s, q) =
∫ ∞

q

exp(sx)f (x) dx (81)

is the marginal MGF of the SNR per symbol of a single quadrature branch.
Since gk and gk+N(k = 1, . . . ,N) follow a zero-mean Gaussian distribution with

the variance Dh given by (33), one can show that qk and qk+N follow the Gamma
distribution with pdf given by [39]

f (q) =
{

1√
q

exp(− q
q̄
)
√

πq̄, q ≥ 0,

0, q ≤ 0,
(82)

where

q̄ = 2EbDh√
4σ 4

n

(83)

is the average SNR per symbol for each diversity branch.
Then the marginal MGF on of the SNR per symbol of a single quadrature branch

can be determined in the following form:

ϕ(s, q) = 1√
1 − sq̄

erfc

(√
1 − sq̄

q̄
q

)
(84)

and the cdf of q becomes

F(q) = 1 − ϕ(0, q) = 1 − erfc

(√
q

q̄

)
, (85)

where

erfc(x) = 2√
π

∫ ∞

x

exp
(−t2)dt (86)

is the complementary error function.

6 Determination of PCF

In this section, we determine the PCF for the first stage of the PPIC. From [14], the
linear MMSE solution of the PCF for the first stage of the PPIC is given by

p1,opt = σ 2
2,0 − ρ1σ1,1σ2,0

σ 2
1,1 + σ 2

2,0 − 2ρ1σ1,1σ2,0
, (87)

where

σ 2
1,1 = E

{
(Il + ζl − Îl )

2} (88)
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is the power of the residual MAI plus the background noise forming at the GR back
end at the first stage;

σ 2
2,0 = E

{
(Il + ζl)

2} (89)

is the power of the true MAI plus the background noise forming at the GR back end
(also called the 0th stage);

ρ1σ1,1σ2,0 = E
{
(Il + ζl − Îl )(Il + ζl)

}
(90)

is the correlation between these two interference terms. The linear MMSE solution
of the PCF for the first stage of the PPIC can be rewritten as

p1,opt = E{(Il + ζl)Îl}
E{Î 2

l }

= 1
1
N

∑K
u �=l S

2
u + ∑K

u �=l

∑K
v �=l,u SuSvE{ρulρvl b̂

(0)
u b̂

(0)
v }

×
{

1

N

K∑

u �=l

S2
u(1 − 2PBERe,u ) +

K∑

u �=l

K∑

v �=l,u

SuSvE
{
ρulρvl b̂

(0)
u b̂(0)

v

}

+
K∑

v �=l

SvE
{
ρvlζl b̂

(0)
v

}
}

, (91)

where Su(t) = hu(t)Au(t) is the received signal amplitude envelope for the user u

and Au(t) is the transmitted signal amplitude of user u;PBERe,u is the BER of user u

at the corresponding output of the GR;

E
{
b̂(0)
u b̂(0)

u

} = 1 − 2PBERe,u and E
{
ρ2

ul

} = 1

N
. (92)

The channel gain hu is included into the received signal amplitude envelope Su(t).
The PCF p1,opt can be regarded as the normalized correlation between the true

MAI plus background noise forming at the GR back end and the estimated MAI.
Assume that

b = {bk}Kk=1 (93)

is the data set of all users;

ρ = {ρkl}Kk,l=1 (94)

is the correlation coefficient set of random sequences

f
b̃
(0)
v |b,ρ

(
b̃(0)
v |b,ρ

) = N
(
E

{
b̃(0)
v |b,ρ

}
,4D2

hσ
4
n

)
(95)

is the conditional normal pdf of b̃
(0)
v given b and ρ and f

b̃
(0)
u ,b̃

(0)
v |b,ρ

(b̃
(0)
u , b̃

(0)
v |b,ρ)

is the conditional joint normal pdf of b̃
(0)
u and b̃

(0)
v given b and ρ. Following the
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derivations in [12], the expectation terms with hard decisions in (91) can be evaluated
based by Price’s theorem [39] as follows:

E
{
ρulρvl b̂

(0)
u b̂(0)

v

} = E
{
E

{
E

{
ρulρvl b̂

(0)
u b̂(0)

v |b,ρ
}|ρ}}

= E
{
E

{
ρulρvl b̂

(0)
u (2Qv − 1)|ρ}}; (96)

E
{
ρvlζl b̂

(0)
v

} = E
{
E

{
E

{
ρvlζl b̂

(0)
v |b,ρ

}|ρ}}

= 8D2
hσ

4
nE

{
E

{
ρ2

vlfb̃
(0)
v |b,ρ

(0|b,ρ)|ρ}}; (97)

E
{
ρulρvl b̂

(0)
u b̂(0)

v

} = E
{
E

{
E

{
ρulρvl b̂

(0)
u b̂(0)

v |b,ρ
}|ρ}}

= E
{
E

{
ρulρvl

[
16ρuvD

2
hσ

4
n f

b̃
(0)
u ,b̃

(0)
v |b,ρ

(0,0|b,ρ)

+ (2Qu − 1)(2Qv − 1)
]|ρ}}

, (98)

where

Ql = Q

(
−E{b̃(0)

l |b,ρ}
σ

)
, (99)

where Var{ζl} = 4D2
hσ

4
n is the variance of the total background noise forming at the

GR back end; σ 2
n is the variance of the additive Gaussian noise at the PF and AF

outputs of GR front end linear tract; Q(x) is the Gaussian Q-function defined by
(79).

Although numerical integration in [12, 17] can be adopted for determining the
optimal PCF p1,opt for the first stage based on (91)–(97), it requires a huge compu-
tational complexity. To simplify this problem, we assume that the total background
noise forming at the GR back end can be considered as a constant factor and may be
small enough such that the Q functions in (96) and (98) are all constants and (97) can
be approximated by zero. That is

4D2
hσ

4
n � min{Sk,ρ}

{
M

{
b̃(0)
u |b,ρ

}}2 = 4S2
m

N2
, (100)

where [36]

Sm = minSk;
K∑

k �=m

Skbkρkl = −Smbmρ′
ml; and min |ρml − ρ′

ml | = 2N−1.

(101)
Now, we can rewrite (96) and (98) in the following form:

E
{
E

{
ρulρvl b̂

(0)
u (2Qv − 1)|ρ}} = B1E

{
ρulρvl

}
E

{
b̂(0)
u |ρ} = 0; (102)

E
{
E

{
ρulρvl

[
16ρuvD

2
hσ

4
n f

b̃
(0)
u ,b̃

(0)
v |b,ρ

(0,0|b,ρ) + (2Qu − 1)(2Qv − 1)
]|ρ}}

= E
{
E

{
16D2

hσ
4
n ρulρvlρuvfb̃

(0)
u ,b̃

(0)
v |b,ρ

(0,0|b,ρ)|ρ}} + B2E
{
E

{
ρulρvl |ρ

}}

= E
{
E

{
16D2

hσ
4
n ρulρvlρuvfb̃

(0)
u ,b̃

(0)
v |b,ρ

(0,0|b,ρ)|ρ}}
, (103)
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where B1 and B2 are constants. According to the assumptions made above,
f

b̃
(0)
u ,b̃

(0)
v |b,ρ

(0,0|b, ρ) can be expressed by

f
b̃
(0)
u ,b̃

(0)
v |b,ρ

(0,0|b,ρ) = exp(− 1
2 mT

b B−1
b mb)

8πD2
hσ

4
n

√
1 − ρ2

uv

, (104)

where mb = {E{b̃(0)
u |b,ρ},E{b̃(0)

v |b,ρ}}T and Bb = E{(b̃ − mb)(b̃ − mb)
T } with

b̃ = [b̃(0)
u , b̃

(0)
v ]T .

Since B−1
b is a positive semi-definite matrix, i.e., mT

b B−1
b mb ≥ 0, we can have

0 < f
b̃
(0)
u ,b̃

(0)
v |b,ρ

(0,0|b,ρ) ≤ max
ρuv

ρuv �=±1

1

8πD2
hσ

4
n

√
1 − ρ2

uv

. (105)

With the above results,

min
ρuv,ρuv �=±1

√
1 − ρ2

uv = 2
√

N − 1

N
, (106)

where [36] ρuv = 1 − 2N−1or − 1 + 2N−1 and

E{ρulρvlρuv} =
N∑

m=1

N∑

p=1

N∑

q=1

E{cumclmcvpclpcuqcvq} =
N∑

m=1

1

N3
= 1

N2
(107)

we can derive a range of p1,opt:

∑K
u �=l S

2
u(1 − 2PBERe,u )

∑K
u �=l S

2
u + 1

π
√

N−1

∑K
u �=l

∑K
v �=l,u SuSv

≤ p1,opt < 1 − 2
∑K

u �=l S
2
uPBERe,u

∑K
u �=l S

2
u

. (108)

If the power control is perfect, i.e., Su = Sv = S and PBERe,u = PBERe , where

PBERe is approximated by the BER of high SNR case, i.e., we have the Q
(√

N
K−1

)

function [6, 29], (108) can be rewritten as

1 − 2Q
(√

N
K−1

)

1 + K−2
π

√
N−1

≤ p1,opt < 1 − 2Q

(√
N

K − 1

)
. (109)

It is interesting to see that the lower and upper boundary values can be explicitly
calculated from the processing gain N and the number of users K .

7 Simulation Results

7.1 FIR Beamforming and MIMO System

For a definition of numerical results using simulation, we consider the typical urban
channel [16] of the GSM/EDGE system as a practical example. As is usually done for
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Fig. 3 Average SNR of MMSE linear equalization at the GR for beamforming with FIR and infinite
impulse response filters. The result for single antenna transmission is also indicated (the curve 4). IIR is
for infinite impulse response beamforming filter

GSM/EDGE, the transmit pulse shape is modeled as a linearized Gaussian minimum-
shift keying pulse [37]. The GR input linear system filter is a square-root raised-
cosine filter with roll-off factor 0.3. Furthermore, we assume NT = 3 transmit and
NR = 3 receive antennas and a maximum channel length of L = 5. The correlation
coefficient between all pairs of transmit antennas is ρ = 0.5.

Figure 3 shows the average SNR as a function of the SNR noted by Eb

N0
for the GR

with MMSE linear equalization in the cases of FIR (the curves 2 and 3) and infinite
impulse response (the curve 1) beamforming filter, respectively, where Eb denotes
the average received energy per symbol. Curve 5 corresponds to the case for infinite
impulse response beamforming filter for receiver discussed in [38]. The SNR was
obtained by averaging the respective SNRs over 1000 independent realizations of the
typical urban channel. For this purpose, in the case of FIR beamforming filter at the
GR, the SNR given by (39) was used and the corresponding beamforming filters at
the GR were calculated using the gradient algorithm discussed in Sect. 3. For infinite
impulse response beamforming filter at the GR the result given in [53] was used.

Author's personal copy



Circuits Syst Signal Process (2011) 30:1197–1230 1221

For comparison, we also show simulation results with FIR linear equalization fil-
ters at the GR of length LF = 4L for FIR beamforming filters at the GR with Lg = 1
(curve 3) optimized for infinite impulse response linear equalization filters at the GR.
These simulation results confirm that sufficiently long FIR linear equalization filters
at the GR closely approach the performance of infinite impulse response linear equal-
ization filters at the GR, which are necessary for (58) to be valid. As expected, the
beamforming with infinite impulse response beamforming filters at the GR consti-
tutes a natural performance upper bound for the beamforming with FIR beamform-
ing filters at the GR. However, interestingly, for the typical urban channel the FIR
beamforming filter of length Lg = 3 (curve 2) is sufficient to closely approach the
performance of the infinite impulse response beamforming at the GR (curve 1).

We note that for high values of Eb

N0
even an FIR beamforming filter at the GR

of length Lg = 1 achieves a performance gain of more than 4.5 dB compared to
single antenna transmission, i.e., NT = NR = 1 (curve 4). Additional simulations not
shown here for other GSM/EDGE channel profiles have shown that, in general, the
FIR beamforming filter at the GR of length Lg ≤ 6 is sufficient to closely approach
the performance of the infinite impulse response beamforming at the GR. Thereby,
the value of Lg required to approach the performance of the infinite impulse response
beamforming at the GR seems to be smaller if the channel is less frequency selective.

7.2 Channel Estimation and Spatially Correlation

We choose the 0.5 rate Low Density Parity Check (LDPC) code with a block length
of 64 800 bits, which is also adopted by DVB-S.2 standard [13]. QPSK modula-
tion with Gray mapping is adopted in NT = NR = 4 MIMO system. Meanwhile,
we set σ 2

�h = 1,NT = NR , and EP = Eb . The channel is generated with coher-
ence time of NP + ND = 85 MIMO vector symbol intervals, and then a LDPC
codeword is transmitted via 100 channel coherent time intervals for QPSK modu-
lation. For GR spatially correlated MIMO channel the GR array correlation matrix
Rr with the following elements is adopted [31]: Rr(n,n) = 1, Rr(m,n) = R∗

r(m,n),
m,n = 1,2,3,4; Rr(1,2) = Rr(2,3) = Rr(3,4) = 0.4290 + 0.7766j ; Rr(1,3) =
Rr(2,4) = −0.3642 + 0.5490j ; and Rr(1,4) = −0.4527 − 0.0015j .

The performance comparison, in terms of BER, of the proposed soft-output
MMSE GR, the modified soft-output MMSE GR [51], the conventional soft-output
MMSE GR [55], and the conventional MMSE GR [24] is presented in Fig. 4 for spa-
tially independent MIMO channel and GR receiver spatially correlated MIMO chan-
nel. Also, a comparison with the soft-output MMSE V-BLAST detector discussed
in [26] is made. The proposed MMSE GR outperforms all the existing schemes with
considerable gain, especially for receiver correlation MIMO channel scenario. The
underlying reason of this improvement is that the MMSE GR, by taking channel es-
timation error, decision error propagation and channel correlation into account, can
output more reliable LLR to the channel decoder. As the channel estimation error is
the dominant factor influencing the system performance under the lower SNR region,
it can be observed that the BER of the conventional soft-output MMSE GR [55] is
slightly better than that of the modified soft-output MMSE GR in the case of spatially
independent MIMO channel.
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Fig. 4 BER performance of different detectors under (a) spatially independent MIMO channel and (b) re-
ceiver spatially correlated MIMO channel

7.3 Hybrid Selection/Maximal-Ratio Combining

In this subsection we discuss some examples of the GR performance under quadra-
ture subbranch HS/MRC and HS/MRC schemes and compare with the conventional
HS/MRC receiver. The average SER of coherent BPSK and 8-PAM signals under
processing by the GR with quadrature subbranch HS/MRC and HS/MRC schemes
as a function of the average SNR per symbol per diversity branch for various val-
ues of 2L and 2N = 8 is presented in Fig. 5. It is seen that the GR performance
with quadrature subbranch HS/MRC and HS/MRC schemes with (L,N) = (3,4)

achieves virtually the same performance as the GR with traditional MRC, and
that the performance with (L,N) = (2,4) is typically less than 0.5 dB in SNR
poorer than the GR with traditional MRC in [21]. Also, a comparison with the
traditional HS/MRC receiver is made. The advantage of GR employment is evi-
dent.

The average SER of coherent BPSK and 8-PAM signals under processing by the
GR with quadrature subbranch HS/MRC and HS/MRC schemes as a function of av-
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Fig. 5 Average SER of coherent BPSK and 8-PAM for the GR under quadrature subbranch HS/MRC and
HS/MRC schemes versus the average SNR per symbol per diversity for various values of 2L with 2N = 8

erage SNR per symbol per diversity branch for various values of 2N with 2L = 4 is
shown in Fig. 6. We note the substantial benefits of increasing the number of diversity
branches N for fixed L. Comparison with the traditional HS/MRC receiver is made.
The advantage of GR employment is evident.

Comparative analysis of the average BER as a function of the average SNR per
bit per diversity branch of coherent BPSK signals under the use of the GR with
quadrature subbranch HS/MRC and HS/MRC schemes and the GR with traditional
HS/MRC scheme for various values of L with N = 4 is presented in Fig. 7. To achieve
the same value of average SNR per bit per diversity branch, we should choose 2L

quadrature branches for the GR with quadrature subbranch HS/MRC and HS/MRC
schemes and L diversity branches for the GR with traditional HS/MRC scheme. Fig-
ure 7 shows that the performance of the GR with quadrature subbranch HS/MRC
and HS/MRC schemes is much better than that of the GR with traditional HS/MRC
scheme, about 0.5 dB to 1.2 dB when L is less than one half N . This difference
decreases with increasing L. This is expected because, when L = N , we obtain the
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Fig. 6 Average SER of coherent BPSK and 8-PAM for the GR under quadrature subbranch HS/MRC and
HS/MRC versus the average SNR per symbol per diversity for various values of 2N with 2L = 4

same performance. Some discussion of the increases in GR complexity and power
consumption is in order.

We first note that the GR with quadrature subbranch HS/MRC and HS/MRC
schemes requires the same number of antennas as the GR with traditional HS/MRC
scheme. On the other hand, the former requires twice as many comparators as the
latter, to select the best signals for further processing. However, the GR designs that
process the quadrature signal components will require 2L receiver chains for either
the GR with quadrature subbranch HS/MRC and HS/MRC schemes or the GR with
traditional HS/MRC scheme. Such receiver designs will use only a little additional
power, as the GR chains consume much more power than the comparators.

On the other hand, the GR designs that implement co-phasing of the branch signals
without splitting the branch signals into the quadrature components will require L re-
ceiver chains for the GR with traditional HS/MRC scheme and 2L receiver chains
for the GR with quadrature subbranch HS/MRC and HS/MRC schemes, with corre-
sponding hardware and power consumption increases.
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Fig. 7 Comparison of the average BER of coherent BPSK and 8-PAM for the GR under quadrature
subbranch HS/MRC and HS/MRC schemes for various values of 2L with N = 8

7.4 Synchronous DS-CDMA System

To demonstrate the usefulness of range of the optimal PCF given by (108), we per-
formed a number of simulations for a synchronous DS-CDMA wireless communi-
cation system employing GR with perfect power control. In the simulations, random
spreading codes with length N = 64 were used for each user and the number of
users was K = 40 [50]. Figure 8 shows the BER performance of the single-stage
hard-decision GR based on the PPIC for different magnitudes of SNR and various
values of PCFs, where the optimal PCF for the first stage lies between 0.3169 (lower
boundary) and 0.7998 (upper boundary). It can be seen that, for all the SNR cases, the
GR based on the PPIC using the average of the lower and upper boundary values, i.e.,
0.5584, as the PCF, has a BER performance close to that using the optimal PCF. Also,
comparative results when the GR is employed by DS-CDMA wireless communica-
tion systems with the conventional detector discussed in [40] are presented. These
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Fig. 8 The BER performance of the single-stage GR based on the PPIC with hard decisions for different
SNRs and PCFs

results show us the great superiority of the GR employment in DS-CDMA wireless
communication systems in comparison with employment of the conventional detector
discussed in [40].

Figure 9 shows the BER performance at each stage for the three-stage GR based on
the PPIC using different PCFs at the first stage, i.e., the average value and an arbitrary
value. The PCFs for these two three-stages cases are (a1, a2, a3) = 0.5584;0.8;0.9
and (a1, a2, a3) = 0.7;0.8;0.9, respectively. The results demonstrate that the BER
performance of the GR employed by DS-CDMA wireless communication systems of
the cases using the PCF at the first stage is better than the BER performance of the
GR implemented in DS-CDMA wireless communication system using an arbitrary
PCF at the first stage. Furthermore, the BER performance of the GR at the second
stage for the case of PCF at the first stage achieves a GR BER performance compa-
rable to that of the three-stage GR based on PPIC using an arbitrary PCF at the first
stage.
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Fig. 9 The BER performance at each stage for three-stage GR based on the PPIC with hard decisions for
different PCFs at the first stage, i.e. an average value and an arbitrary value

8 Conclusions

In this paper, we have considered the FIR beamforming at the GR with perfect chan-
nel state information for single carrier transmission over frequency-selective fading
channels with zero-forcing linear equalization and GR MMSE linear equalization.
We employed a gradient algorithm for efficient recursive calculation of the FIR beam-
forming filters at the GR. Our results show that for typical GSM/EDGE channel pro-
files short FIR beamforming filters at the GR suffice to closely approach the per-
formance of optimum infinite impulse response beamforming at the GR discussed
in [53]. This is a significant result, since in practice, the quantized beamforming filter
coefficients have to be fed back from the receiver to the transmitter, which makes
short beamforming filters preferable.

The proposed MMSE GR outperforms all the existing schemes with considerable
gain especially for receiver correlation MIMO channel scenario. The underlying rea-
son of this improvement is that the MMSE GR, by taking the channel estimation error,
decision error propagation, and channel correlation into account, can output more re-
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liable LLR to channel decoder. As channel estimation error is the dominant factor
influencing the system performance under lower SNR region, it can observed that the
BER of the conventional soft-output MMSE GR [55] is slightly better than that of the
modified soft-output MMSE GR in the case of spatially independent MIMO channel.

The performance of the GR with quadrature subbranch HS/MRC and HS/MRC
schemes for 1-D signal modulations in Rayleigh fading is investigated. The SER
of M-ary PAM, including coherent BPSK, QPSK, and M-ary QAM modulation, is
derived. Results show that the GR with quadrature subbranch HS/MRC and HS/MRC
schemes performs substantially better than the GR with traditional HS/MRC scheme,
particularly, when L is smaller than one half N , and much better than the traditional
HS/MRC receiver.

We have also derived a range of the optimal PCF for the GR first stage based on
the PPIC, which is employed by a DS-CDMA wireless communication system, with
hard decisions in AWGN environment. Computer simulation results have shown that
the BER performance of the GR employed by DS-CDMA wireless communication
systems of the case using the average of the lower and upper boundary values is close
to the BER performance of the GR of the case using the real optimal PCF, whether
the SNR is high or low.

It has also been shown that the GR employment in DS-CDMA wireless communi-
cation system allows us to observe a great superiority over the conventional detector.
It has also been demonstrated that the two-stage GR based on the PPIC using the PCF
at the first stage achieves a GR BER performance comparable to that of the three-
stage GR based on the PPIC using an arbitrary PCF at the first stage. This means that
under the same BER performance, the number of stages (or complexity) required for
the multistage GR based on the PPIC can be reduced when the PCF is used at the first
stage. As well as AWGN environments, it can be shown that the PCF selection ap-
proach is applicable to multipath fading cases under GR employment in DS-CDMA
wireless communication systems even if non-perfect power control is assumed.
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