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Abstract 
The noise power estimation process is a vital factor to 
adaptively define a threshold of target return signal in radar 
sensor systems and controller area networks (CAN) that are 
employed to design safety driving applications, collision 
avoidance systems, and target vehicle tracking systems.  This 
research derives the required detection threshold under 
implementation of the generalized detector (GD) in frequency 
modulation continuous wave (FMCW) radar sensor systems 
for safety driving and tracking applications, for example, 
under closing vehicle detection.  In this paper we propose an 
appropriate adaptive noise power estimation technique to 
define the GD threshold based on locally observed noise 
samples. The improvement in the detection performance 
reflects an effectiveness of the proposed solution.  

1 Introduction 
Employment of radar sensor in safety driving and tracking 
systems is confirmed to be successful and efficient for large 
area of applications [2], including an implementation of 
controller area networks (CANs).  The advantages to use the 
24 GHz frequency modulation continuous wave (FMCW) 
radar sensor for vehicle applications  such as closing vehicle 
detection (CVD) and blind spot detection (BSD) are discussed 
in [1,8]. The generalized detector (GD) is designed based on 
the generalized approach to signal processing in noise [5]. 
Engineering interpretation is a combination of the Neyman-
Pearson (NP) detector that is optimal under detection of 
signals with known parameters and the energy detector that is 
ideal under detection of signals with unknown parameters. 
Efficiency to use the GD for BSD and VCD systems is 
discussed in [3,4]. 
In this paper, the GD flowchart is explained in detail and a 
suitable threshold under target return signal detection is 
defined and set to be adaptively changed with on time and 
locally observed noise samples. An appropriate noise power 
estimation method is proposed to be used with the derived 
threshold under target return signal detection. This method 

depends on adaptive noise power estimation (ANPE) 
technique which is effective and compatible to be coupled 
with GD.  
In order to evaluate a feasibility to use the GD with the 
proposed adaptive threshold and noise power estimation 
technique, the GD detection performance is compared with 
the cell averaging constant false alarm rate (CA-CFAR) 
detector one, which is widely used in practice and shows the 
best detection performance among whole CFAR detector 
family. Comparative results prove that the GD performance is 
higher than that of CA-CFAR detector under the same initial 
conditions. The rest of this paper is organized as follows. The 
GD flowchart and definition of the detection threshold are 
introduced in section 2. The noise power estimation technique 
is discussed in section 3.The simulation results using general 
analysis are presented in section 4. Some conclusions are 
presented in section 5. 

2 GD flowchart and threshold  

2.1 The GD flowchart 

The GD flowchart is presented in Fig. 1 [6].  GD is 
considered as a combination of NP and energy detectors. The 
additional filter (AF) is the source of reference noise with 
resonance frequency detuned relatively to the preliminary 
filter (PF) one. The value of detuning between the AF and PF 
should be more than 4~5 times the signal bandwidth af∆  in 
order to consider the processes at the filter outputs as 
independent and uncorrelated (the correlation coefficient is 
not more that 0.05). The model signal generator (MSG) 
generates the model signal )(* ta  (local oscillator), which in 
practice is very important to permanently maintain the 
physical sense of the signal detection algorithm. The 
relationship between the target return signal a(t) and the 
model signal can be presented in the following form: 

                                      ),()(* tkata =                               (1) 

where k is the coefficient of proportionality. The threshold 
apparatus (THRA) defines the GD threshold. Signal model 
generator switching apparatus (SGSA) is used to switch on 
the MSG with the purpose to define the unknown parameters 
of detected signal. The decision block (DB) with the decision 
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function )(αϕ defines the decision-making rule under signal 
detection. The switch K1 takes the position (1) to define the 
detection threshold, and takes the position (2) after threshold 
definition. The switch K2 works to put the THRA in and out 
of service. 
 

 
 

Figure 1: The GD functional diagram. 
 

)(tX  is the input stochastic process observed within the 
limits of the time interval [0,T]. Based on the input stochastic 
samples ( NXX ,...,1 ) at the PF output, and the observed 
sample at the AF output ( Nηη ,....,1 ), a general form of the 
generalized approach (GA) to signal processing in noise can 
be defined as follows 
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In (2), the first term corresponds to the Neyman-Pearson 
detector twice the gain, and considers as a sufficient statistic 
for the mean. The second term corresponds to the energy 
detector connected with the PF, and is considered as a 
sufficient statistic for definition of variance. The third term 
corresponds to the energy detector connected with the AF, 
and gK  is the GD threshold. In the case of hypothesis 1H  
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2 ζη  is 
the background noise which is generated by two GD linear 
systems: AF and PF. The background noise is a difference 
between the energy characteristics of noise forming at PF and 
AF outputs. In the opposite case 0H  when ii nX = , the left 
side of (2) is the background noise only. 
 

Thus, the received signal and noise can be appeared at the PF 
output and only the noise is appeared at the AF output. If the 
Gaussian noise comes in the AF and PF inputs, the noise 
forming at the AF and PF outputs is Gaussian too, because 
these two filters are linear systems.  

2.2 The GD threshold  

The probability of false alarm FAP  should be adjusted to 
provide an acceptable number of false alarms within a given 
period called the false alarm time FAT . Thus, the FAP  can be 
defined under the hypothesis 0H  in the following simple 
form: 

                                  ,)(  KVPP gFA ≥=                           (3) 

where )(tVV =  is the noise power defined at a specific time, 
and )( gKVP ≥  is the probability that the noise power 
exceeds the GD threshold under the hypothesis 0H . 
According to the main functioning principles of GA to signal 
processing in noise, the target return signal must exceed the 
GD threshold by absolute value before a signal would be 
recognized. A fixed value of the GD threshold can be used if 
the noise power at the GD input is constant (the noise 
variance is constant). Thus, setting the GD threshold by 
absolute value to be reasonably higher than the background 
noise power at the GD output may result in the acceptable 
probability of detection with low false alarm rate. This 
condition cannot be guaranteed, especially, in the case of 
unexpected external sources for noise and interference in 
different radar sensor systems. The main parameters used to 
determine the GD threshold are the background noise 
variance (noise power) at the GD output and the FAP . 
The perfect knowledge of pdf parameters at the GD output 
under the hypotheses 0H  and 1H , );( 0Hxp  and  );( 1Hxp , 
respectively,  is required to carry out the likelihood ratio test 
(LRT), that means the expected target return signal is know 
under the various hypotheses, as well as the noise variance 

2
nσ  (noise power). In practice, the previous assumptions are 

not true.  Based on the degree of knowledge about the 
noise )(tn where the pdfs that form the likelihood ratio may 
depend on one or more parameters z that are unknown, there 
are three major cases: 1) the first case when z is a random 
variable with a known pdf; 2) the second case when z is a 
random variable with an unknown pdf; 3) and the third case 
when z is a deterministic variable but unknown. The first case 
is of interest to define the GD threshold, because the noise pdf 
at the GD input is known, and the background noise pdf at the 
GD output can be determined or measured. Under the 
hypothesis 0H  (no signal), the pdf at the GD output 

);( 0Hxp  (the background noise pdf), when the noise at the 
GD input n(t) is a narrow-band with Rayleigh amplitude 
envelope and uniform random phase within the limits of the 
interval ]2,0[ π process, can be written as: 
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where 2
nσ  is the noise variance at the GR input. The 

probability of false alarm FAP  can be presented in the 
following form: 
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where gK  is the GR threshold determined as  

                           .2ln2 2  PK FAng σ−=                                  (6) 
If the scaling factor is used, the modified GD threshold is 
given by: 

                                    ,2  TK ng σ=                                    (7)
 

where FAPT 2ln2−=  is the scaling factor or we can write: 
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The last equation allows us to determine the probability of 
false alarm FAP for a given scaling factor T or, more likely, to 
determine the required value of T for the desired FAP . 

3 Adaptive noise power estimation technique  
For the white Gaussian noise (WGN), the knowledge of the 
past samples does not give any information about the other 
coming samples, and also the power spectral density (PSD) is 
constant over the entire frequency band. After filtering the 
WGN (the output of the AF), the PSD will be no longer 
constant, so the filtered noise is called the colored noise. The 
average power of colored noise can be estimated by averaging 
the observed noise peaks. Assume that the noise is nearly 
white within the limits of the AF frequency band and the 
observed noise samples obey the Rayleigh distribution: 
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The cumulative distribution function (CDF) is given by 
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The pth order percentage, the value of a variable below which 
a certain percent of observations fall or may be found, can be 
presented in the following form: 

           10,)1log(2)(1 <<−−== − p       ppFx p β        (11) 

where β  corresponds to the Rayleigh distribution mode. 
Thus, )(βp  gives the pdf maximum. The variance of the 
Rayleigh random variable x can be defined in the following 
form: 

                            .
2

4)( 2   xVar n βπσ −
==                        (12)

 

Under this noise power estimation technique, the noise 
samples at the AF output are analyzed within the limits of 
frequency domain (the discrete Fourier transform DFT is 
applied). Thus, for each frequency bin k , the noise 
distribution can be presented by the means of Rayleigh with 
mode )(kβ  that can be used to define a reference noise level 

σL . The desired noise envelope nL  can be estimated by 
simple way using σL  in (11): 

                           .)1log(2   pLLn −−= σ                        (13) 

There is a need to estimate the frequency dependent values 
of )(kβ . The mean of Rayleigh random variable x is given by 

                                  .2/][   xE πβ=                            (14) 

Based on (14), it is possible to define the frequency 
dependent )(kβ  using the noise mean: 

                                       xE
2/
][

π
β = .                               (15)

 

The noise mean definition requires sufficient observations for 
statistical evaluation. More details about this estimation 
technique (ANPE) can be found in [7]. 

4 Simulation results  
In Fig. 2, the simulation results of the proposed noise power 
estimation technique (ANPE) are presented when the 
sampling frequency is 10 KHz and 8.0=p  that means only 
20% of the noise can be misclassified according to Rayleigh 
distribution.  
 

 
 
Figure 2: The noise power estimation technique. 
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As mentioned before, in order to evaluate an improvement in 
the detection performance, the GD performance is compared 
with the cell averaging constant false alarm rate (CA-CFAR) 
detector one under the same initial conditions. The probability 
of detection PD is defined as the ratio between the number of 
observed components that exceed the threshold gK  and the 
total number of observations M: 

                                      .
M
KPD =                                  (16)

 

These two detectors are compared in the receiver of ultra 
wide band (UWB) linear FMCW (LFMCW) radar sensor 
system where the bandwidth 600=B MHz, the operation 
frequency of the radar sensor 24=f GHz  (24 GHz LFMCW 
radar sensor is widely used for middle range and short range 
radar MRR/SRR applications), the modulation time is 0.0625 
sec which means that the up-sweep time equals to 0.03125 
sec. The probability of false alarm FAP  is set to be constant 
and equals to 10-3, the number of reference cells for noise 
power estimation in CA-CFAR detector is set to be 20=N , 
and finally, the number of observations 1000=M . The result 
of this comparison is shown in Fig. 3, when 1.0=DP and less 
that is not acceptable for any kind of applications, or is 
considered as non operational region, the CA-CFAR detector 
performance is better, but for 1.0>DP , the GD shows the 
better detection performance for wide range of SNR values 
(until 95.0=DP approximately). For example, at  DP  equals 
to 0.8, the required SNR in the case of CA-CFAR detector is 
15 dB, but in the case of GD, it is less than 12.5 dB. For high 
SNR, both detectors have almost the same detection 
performance. 

 
Figure 3: The detection performance comparison. 
 

5 Conclusions  
The signal detection techniques have a major problem against 
the noise power changes (the noise variance in not constant), 
especially, when the threshold should be adaptively adjusted 
with the locally and real time observations of the noise 
samples.  
The employment of the proposed noise power level 
estimation method with the GD to determine the detection 
threshold demonstrates higher detection performance in terms 
of probability of detection improvement for the same SNR in 
comparison with the CA-CFAR detector under the same 
initial conditions. Further improvement in the detection 
performance can be achieved in the case of development of 
better noise estimation technique which leads to smaller 
estimation error (more accuracy), and helps the GD to 
increase the probability of detection for large scale of SNR 
values.  
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